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Abstrak 

Saham adalah produk investasi yang menarik, namun, saham juga memiliki tingkat risiko yang tinggi. 

Harga saham dapat diprediksi dengan beberapa algoritma, salah satunya Recurrent Neural Network (RNN), 

selain dapat memprediksi harga saham. RNN juga dapat memprediksi lainnya, salah satunya adalah 

memprediksi temperatur. Pada penelitian ini didapatkan model dari algoritma RNN adalah skenario 12, 

dengan jumlah hidden layer 2, dengan unit setiap hidden layer sebanyak 100, epoch sebanyak 150 dan 

droput sebesar 10%. Dari model tersebut didapatkan tingkat akurasi 98.2% dan RMSE sebesar 106. 

Kata kunci — Saham, RNN, Akurasi 

Abstract 

Stocks are an attractive investment product, but they also carry a high level of risk. Stock prices can be 

predicted using several algorithms, one of which is the Recurrent Neural Network (RNN). In addition to 

predicting stock prices, RNN can also predict temperature. In this study, the best model obtained from the 

RNN algorithm was scenario 12, with 2 hidden layers, 100 units per hidden layer, 150 epochs, and a 

dropout rate of 10%. This model achieved an accuracy of 98.2% and an RMSE of 106. 
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1. PENDAHULUAN 

aham merupakan salah satu instrumen investasi yang menarik bagi masyarakat. Salah satu 
alasan utama ketertarikan terhadap investasi saham adalah potensi keuntungan yang besar 
dibandingkan dengan jenis investasi lainnya. Meskipun demikian, saham juga memiliki 

risiko kerugian yang tinggi, sehingga diperlukan perhatian dan kecermatan dalam memantau 
pergerakan harga saham [1]. Indeks Harga Saham Gabungan (IHSG) merupakan indeks yang 
mencerminkan kinerja harga saham yang tercatat di Papan Utama dan Papan Pengembangan 
Bursa Efek Indonesia (BEI) [2]. BEI, atau Indonesia Stock Exchange (IDX), berperan sebagai 
pasar modal di Indonesia yang memiliki peran strategis dalam mendukung kegiatan investasi oleh 
masyarakat maupun perusahaan.   

Saham syariah merupakan jenis saham yang memiliki karakteristik sesuai dengan prinsip-
prinsip syariah Islam [3]. Harga saham syariah mengalami fluktuasi dari waktu ke waktu, namun 
sejak berakhirnya pandemi COVID-19, saham syariah menunjukkan tren pertumbuhan yang 
positif. Harga saham sendiri merupakan nilai yang digunakan dalam transaksi setiap lembar 
saham di pasar modal [4], yang terdiri dari harga tertinggi, harga terendah, dan harga penutupan 
[5].  

Era digital saat ini, transaksi saham di BEI dapat dilakukan secara langsung oleh investor 
melalui platform online trading. Dalam melakukan investasi, investor tentu mengharapkan 
adanya imbal hasil yang optimal. Namun demikian, harga saham senantiasa mengalami 
pergerakan yang dinamis, baik naik maupun turun, yang dipengaruhi oleh berbagai faktor, seperti 
faktor fundamental, teknikal, dan kondisi makroekonomi [6].Pergerakan harga saham yang 
fluktuatif dapat diprediksi menggunakan berbagai metode. Beberapa pendekatan yang umum 
digunakan meliputi technical analysis, data mining, dan machine learning [7]. Seiring dengan 
perkembangan teknologi komputasi yang semakin pesat, kemampuan pembelajaran mesin 
(machine learning) dalam era sekarang semakin banyak digunakan, seperti untuk penjadwalan[8], 
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identifikasi potensi mahasiswa [9], prediksi penjualan produk [10], dan juga untuk memprediksi 
harga saham [11]. 

Penelitian yang dilakukan oleh [11] menggunakan algoritma neural network untuk 
memprediksi harga saham, dengan hasil Root Mean Squared Error (RMSE) sebesar 19,73. 
Sementara itu, penelitian oleh [12] menggunakan algoritma Linear Regression dan memperoleh 
nilai RMSE sebesar 0,005. Penelitian lain oleh [13] yang menggunakan algoritma Support Vector 
Machine dalam memprediksi harga IHSG, menghasilkan nilai RMSE sebesar 14,334 untuk data 
training dan 20,281 untuk data testing. Selain algoritma machine learning, pendekatan deep 
learning juga kerap digunakan untuk melakukan prediksi. Salah satu algoritma deep learning 
yang umum digunakan dalam pemodelan deret waktu adalah Recurrent Neural Network (RNN). 
RNN telah banyak diaplikasikan untuk memprediksi berbagai nilai, seperti prediksi temperatur 
[14] dan jumlah jemaah umrah [12]. Berdasarkan latar belakang tersebut, penelitian ini bertujuan 
untuk memprediksi saham syariah dengan menggunakan algoritma RNN, dengan memanfaatkan 
data harga saham pembukaan (open price) saham sebagai data pelathiannya (training data). 

 

2. METODE PENELITIAN 
Alur Penelitian 

Gambar 1 adalah alur penelitian yang dilakukan pada penelitian ini. Penelitian ini 
menggunakan data dari google finance, berupa harga saham pembuka (open) dan pada tahap 
terakhir akan mendapatkan model yang terbaik untuk memprediksi harga saham. 

 

Gambar 1. Alur Penelitian  
 

 
Pengumpulan Data 

Data didapatkan dari google finance, kode saham yang digunakan pada penelitian ini adalah 
ADRO (Alamtri Resource Indonesia Tbk PT). data penjualan saham yang digunakan mulai 
tanggal 2 Januari 2020 sampai dengan 30 Januari 2024. Penelitian ini menggunakan harga 
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pembukaan (Open) untuk prediksinya. Tabel 1 merupakan contoh data saham yang diambil dari 
google finance. Data yang digunakan untuk melakukan prediksi adalah harga pembuka (open).  

 
Tabel 1. Data Saham ADRO 

Tanggal Open High Low Close Volume 

1/2/2020 1555 1555 1490 1495 76612000 

1/3/2020 1460 1470 1425 1465 117795600 

1/6/2020 1455 1515 1450 1465 61423200 

1/7/2020 1480 1540 1460 1540 74336500 

1/8/2020 1530 1535 1505 1505 55121100 

12/20/2024 2540 2580 2510 2550 65183500 

12/23/2024 2580 2590 2520 2540 49626700 

12/24/2024 2540 2610 2510 2510 70990000 

12/27/2024 2530 2540 2490 2540 64253200 

12/30/2024 2440 2470 2410 2430 75087400 

 
Praporses 

Data yang didapat dari google finance selanjutnya akan dilakukan normalisasi data, 
normalisasi data diperlukan agar data yang akan diolah jarak antar nilainya tidak terlalu jauh, 
dengan jarak nilai yang tidak terlalu jauh, diharapkan akurasi yang didapatkan akan lebih baik. 
Salah satu cara untuk melakukan normalisasi data adalah dengan menggunakan Persamaan 1. 

 
xi normalisasi = ( xi – min (x) ) / ( max (x) – min (x) ) (1) 

 
Dimana : 

xi normalisasi : Hasil normalisasi terhadap data x ke-i 
xi : Data x ke-i 
min (x) : Data minimum yang terdapat pada x 
max (x) : Data maksimum yang terdapat pada data x 

 
Tabel 2. Data Normalisasi 

Tanggal Open 

1/2/2020 0.260372 

1/3/2020 0.23319 

1/6/2020 0.23176 

1/7/2020 0.238913 

1/8/2020 0.253219 

12/20/2024 0.542203 

12/23/2024 0.553648 

12/24/2024 0.542203 

12/27/2024 0.539342 

12/30/2024 0.513591 
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Tabel 2 adalah tabel yang digunakan dalam melakukan prediksi harga saham ADRO, yang 

sebelumnya sudah dilakukan proses normalisasi dengan menggunakan persamaan 1. Jumlah data 
yang didapatkan pada range yang telah disebutkan sebelumnya adalah 1211. Dari 1211, 70% 
(848) data digunakan untuk data latih sedangkan 30% (363) data digunakan untuk data uji. 

 

Recurrent Neural Network 

Recurrent Neural Network (RNN) adalah salah satu algoritma dalam pembelajaran mesin 
yang berbasis pada pengolahan informasi yang didapat dari sebuah data, dan merupakan algoritma 
dari deep learning. Pada dasarnya RNN dapat menyimpan pola-pola informasi pada masa lalu 
dengan melakukan perulangan di dalam arsitekturnya. RNN adalah pembelajaran dari Jaringan 
Saraf Tiruan (JST) yang arsitekturnya mirip dengan Multilayer Precoptron (RNN) [13], Gambar 
2 adalah arsitektur dari RNN. 

  

 
Gambar 2. Arsitektur RNN [13] 

 

Pengujian Data 

Tahapan pengujian data dilakukan untuk mengetahui seberapa baik model yang dihasilkan. 

Model yang baik dapat diukur dengan menggunakan seberapa besar kesalahan yang ada pada 

model tersebut, untuk mengukur seberapa besar kesalahan model, dapat menggunakan 

perhitungan Root Mean Squared Error (RMSE) dan Mean Absolute Percentage Error (MAPE). 

Perhitungan kesalahan dilakukan dengan data hasil model yang didapat dari trial dan error, lalu 

dibandingkan dengan data yang sebelumnya sudah dipisahkan yaitu sebanyak 363 data. 

RMSE adalah akar kuadrat dari kuadrat kesalahan rata-rata yang dihasilkan dari perhitungan. 

Semakin kecil nilai RMSE makan akan semakin baik prediksi hasilnya. Nilai RMSE yang rendah 

dapat menunjukkan nilai yang dihasilkan dari suatu model mendekati dari nilai hasilnya. 

Sedangkan semakin tinggi nilai RMSEnya semakin tidak akurat juga modelnya. Perhitungan 

RMSE dapat dilihat pada persamaan 2 [14]. 

 

𝑅𝑀𝑆𝐸 =  
∑ (𝑋𝑡−𝐹𝑡)2𝑛

𝑡=1

𝑛
 (2) 

Keterangan:  

𝑛= Jumlah pengamatan atau periode waktu.  

𝑋𝑡= Nilai aktual data periode t.  

𝐹𝑡= Nilai peramalan pada periode t. 

 

MAPE adalah metrik yang digunakan untuk analisis peramalan yang mengukur sejauh mana 

model atau prediksi deviasi dari nilai aktual dalam bentuk presentasi rata-rata, semakin kecil 

MAPE dapat menunjukkan semakin akurat juga hasil model yang dihasilkan. Untuk tabel kriteria 

MAPE dapat dilihat pada Tabel.  Untuk mengukur nilai kesalahan dengan menggunakan Mean 

Absolute Percentage Error (MAPE) [15], dapat dihitung dengan menggunakan persamaan 3. 

 

𝑀𝐴𝑃𝐸 =  
∑ |

𝑋𝑡−𝐹𝑡
𝑋𝑡

|𝑛
𝑡=1

𝑛
 𝑥 100% (3) 
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Keterangan:  

𝑛= Jumlah pengamatan atau periode waktu.  

𝑋𝑡= Nilai aktual data periode t.  

𝐹𝑡= Nilai peramalan pada periode t. 

 

3. HASIL DAN PEMBAHASAN 

 Pengujian dilakukan dengan menggunakan algoritma RNN, data harga pembuka saham 

(open) yang sebelumnya sudah di train. Pengujian dilakukan dengan memprediksi harga pembuka 

(open) dengan harga yang sebelumnya sudah dipisahkan. Model yang optimal adalah model yang 

memiliki akurasi yang tinggi dan RMSE yang rendah. 

 
Tabel 3. Skenario, Akurasi dan RMSE  

Skenario 
Jumlah 
Hidden 
Layer 

Unit 
Hidden 
Layer 

Epoch Dropout 
Batch 
Size 

Akurasi 
(Persen) 

RMSE 

1 4 100 150 20% 32 97.5 133 

2 5 100 150 20% 32 95.6 195 

3 4 100 150 5% 32 97.7 117 

4 4 10 100 5% 32 96.8 163 

5 4 100 150 15% 32 98.5 123 

6 4 150 150 10% 32 89.9 398 

7 4 150 100 10% 32 96.9 143 

8 4 150 200 10% 32 97.5 126 

9 5 100 150 10% 32 95.7 197 

10 4 100 150 10% 32 97.8 116 

11 3 100 150 10% 32 98.1 107 

12 2 100 150 10% 32 98.2 101 

 

Pengujian yang dilakukan pada penelitian ini terdiri dari 12 skenario yang dapat dilihat 

pada Tabel 3, dari Tabel 3 tersebut didapatkan bahwa skenario yang terbaik ada skenario 12, 

dikarenakan akurasi yang didapatkan lebih tinggi dan RMSE yang lebih rendah dibandingkan 

skenario lainnya. Dari skenario yang ada bahwa semakin sedikit jumlah hidden layer, semakin 

bagus juga akurasi untuk model yang didapatkan, sedangkan jumlah unit hidden layer, epoch, 

dropout, tidak mempengaruhi akurasi yang ada. 
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Gambar 3. Skenario 10 

 

Gambar 3 merupakan skenario 10 dalam penelitian ini, dengan jumlah hidden layer 4, unit 

setiap hidden layer 100, epoch sebanyak 150 dan dropout sebesar 10%, beberapa bagian nilai 

prediksi kurang mendapatkan nilai yang mirip dengan nilai sebenarnya, pada model ini 

didapatkan tingkat akurasi 97.8% dan RMSE sebesar 116.  

 

 
Gambar 4. Skenario 11 

 

Gambar 4 merupakan skenario 11 dalam penelitian ini, dengan jumlah hidden layer 3, unit 

setiap hidden layer 100, epoch sebanyak 150 dan dropout sebesar 10% %, beberapa bagian nilai 

prediksi kurang mendapatkan nilai yang mirip dengan nilai sebenarnya tetapi lebih baik dari 

skenario 10, pada model ini dengan tingkat akurasi 98.1% dan RMSE sebesar 107.  
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Gambar 5. Skenario 12 

 

Gambar 5 merupakan skenario 12 dalam penelitian ini, dengan jumlah hidden layer 2, unit 

setiap hidden layer 100, epoch sebanyak 150 dan dropout sebesar 10%, dari Gambar didapat 

bahwa grafik yang didapatkan nilai prediksi lebih mendekati dengan nilai sebenarnya. Skenario 

12 adalah model terbaik dari penelitian ini. Pada model ini dengan tingkat akurasi 98.2% dan 

RMSE sebesar 106. 

 

4. KESIMPULAN 
Penelitian ini mengembangkan model prediksi harga saham, dengan nilai masukan berupa 

harga pembuka (open). Algoritma RNN sudah baik dalam memprediksi harga saham, dari 
percobaan sebanyak 12 skenario, didapatkan skenario 12 adalah, model yang terbaik, dengan 
jumlah hidden layer 2, dengan unit setiap hidden layer sebanyak 100, epoch sebanyak 150 dan 
droput sebesar 10%. Dari model tersebut didapatkan tingkat akurasi 98.2% dan RMSE sebesar 
106, dari berbagai skenario didapatkan, pada penelitian ini jumlah hidden layer semakin sedikit, 
tingkat akurasi yang didapatkan akan semakin tinggi. Oleh sebab itu didapatkan algoritma RNN 
mampu untuk memprediksi harga saham dengan akurasi yang cukup baik.  
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